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Abstract. We characterize the self-adjoint domains of general even order linear ordinary
differential operators which have finite interior singular points in terms of real-parameter
solutions of the differential equation. For the purpose we constructed a direct sum space. By
the theory of direct sum space and the decomposition of the corresponding maximal domain,
we give this complete and analytic characterization in terms of limit-circle solutions. This is
for endpoints which are regular or singular and for arbitrary deficiency index.
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1. INTRODUCTION

W.N. Everitt and A. Zettl in [3] developed a theory of self-adjoint realizations of
Sturm–Liouville problems on two intervals in the direct sum of Hilbert spaces associated
with these intervals, for solving the Sturm–Liouville eigenvalue problems with interior singu-
lar points. In 1988, A.M. Krall and A. Zettl in [7] generalized the method given by Codding-
ton [1], which obtains the characterization of self-adjoint domains by describing the boundary
conditions of the domain of a conjugate differential operator, and obtains the characteriza-
tion of self-adjoint domains for Sturm–Liouville differential operators with interior singular
points.

As noted in [3], a simple way of getting self-adjoint operators in a direct sum Hilbert space
is to take the direct sum of self-adjoint operators from each of the separate Hilbert spaces.
However, there are many self-adjoint operators which are not merely the sum of self-adjoint
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operators from each of the separate intervals. These “new” self-adjoint operators involve in-
teractions between the two intervals. Therefore in [3] the authors develop a “two-interval”
theory. In particular, they characterized self-adjoint extensions of the minimal operator in the
direct sum space in terms of boundary conditions. This theory was extended in [4] to higher
order equations and any number of intervals, finite or infinite.

As in the case with no interior singular point the GKN characterization (see [2]) depends
on maximal domain vectors. These vectors depend on the coefficients of each differential
equation and this dependence is implicit and complicated. In [10] Wang, Sun and Zettl give
an explicit characterization of all self-adjoint domains for singular problems in terms of the
LC solutions for real λ when one endpoint a is regular and the other b is singular. Under the
assumption that the differential equation My = λwy has d linearly independent solutions in
H for some real λ, for m = 2d−2k, they constructed solutions u1, . . . , um and um+1, . . . , ud

of the equation all lying in H such that the solutions uj for j > m do not contribute to the
boundary conditions at the singular endpoint b and the solutions u1, . . . , um do contribute.
Thus, in analogy with the celebrated Weyl limit-point (LP) and limit-circle (LC) cases for
second order i.e. Sturm–Liouville problems, we say that the solutions u1, . . . , um are of LC
type at b and um+1, . . . , ud are of LP type at b. Following [10], Hao, Wang, Sun and Zettl
give a new characterization by dividing (a, b) into two intervals (a, c) and (c, b) for some
c ∈ (a, b) and using the LC solutions on each interval constructed in [10] when a and b are
singular in [6]. In [9], Suo and Wang extend the characterization in [6] to two-interval case
when one or two or three or four endpoints of two interval (a1, b1) ∪ (a2, b2) are regular and
illustrate the interactions between the regular points and singular points with some examples.

In this paper we extend the characterization in [9] to the case when the differential oper-
ators which have finite interior singular points. For the purpose we firstly construct a direct
sum space H =

q
r=1 ⊕L2((ar, br), wr) and give the corresponding notations and basic

facts for direct sum space differential operators. On each internal (ar, br), we choose a point
cr, r = 1, 2, . . . , q. Then we apply the construction in [10] on the interval (ar, cr) to obtain
LC solutions ur1, . . ., urmr

, and we apply the construction in [10] on the interval (cr, br)
to obtain LC solutions vr1, . . ., vrnr

. Using the LC solutions ur1, . . ., urmr
and vr1, . . .,

vrnr for the left endpoint ar and the right endpoint br of each of the q intervals [ar, br],
r = 1, 2, . . . , q, we give the characterizations of all self-adjoint domains for singular sym-
metric operators with q − 1 interior singular points or equivalently, all self-adjoint restrictions
of the singular maximal operators in direct sum space in terms of the LC solutions of the
2r endpoints. These extensions yield “new” self-adjoint operators which are not merely di-
rect sums of self-adjoint operators from the subintervals but involve interactions between the
subintervals. These interactions are the interactions between singular endpoints. These will
be illustrated in Section 4 with several examples.

2. NOTATIONS AND PRELIMINARIES

Consider the even order symmetric differential expression

M =
n

j=0

pj(x)Dj

over interval I = (a, b), −∞ < a < b < ∞, where pj(x), j = 0, 1, . . . , n, are real-
valued functions with some smooth and integrable conditions. We assume that there exists
q − 1(1 ≤ q < +∞) singular points of M in I .
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Without loss of generality, assume that the interval I is decomposed into a set of subinter-
vals,

Ir = (ar, br), r = 1, . . . , q,

where a1 = a, a2 = b1, . . ., aq = bq−1 and bq = b. In addition, ar, br are singular endpoints
with deficiency indices (m2r−1, m2r−1) and (m2r, m2r), respectively.

In general, we assume that Ir = (ar, br), r = 1, . . . , q, are a set of intervals on the real
axis. An nth-order symmetric differential expression Mr is defined on every Ir for any r,
and we provide M with deficiency indices (m2r−1, m2r−1) and (m2r, m2r) at ar and br,
respectively, and there is not any singular point in (ar, br).

Let M = (M1, . . . ,Mq).
In this paper we only consider even order equations with real coefficients. However, in the

following we summarize some basic facts about general quasi-differential equations of even
and odd order and real or complex coefficients for the convenience of the reader.

Let I = (a, b) be an interval with −∞ ≤ a < b ≤ ∞ and n be a positive integer (even or
odd) and let

Zn(I) := {Q = (qrs)n
r,s=1, qr,r+1 ≠ 0 a.e. on I, q−1

r,r+1 ∈ Lloc(I), 1 ≤ r ≤ n − 1,

qrs = 0 a.e. on I, 2 ≤ r + 1 < s ≤ n, qrs ∈ Lloc(I),
s ≠ r + 1, 1 ≤ r ≤ n − 1}. (1)

Let Q ∈ Zn(I). We define

V0 := {y : I → C, y is measurable} (2)

and

y[0] := y (y ∈ V0). (3)

Inductively, for r = 1, . . . , n, we define

Vr := {y ∈ Vr−1 : y[r−1] ∈ ACloc(I)}, (4)

y[r] = q−1
r,r+1


y[r−1]′

−
r

s=1

qrsy
[s−1]


(y ∈ Vr), (5)

where qn,n+1 := 1, and ACloc(I) denotes the set of complex valued functions which are
absolutely continuous on all compact subintervals of I . Finally we set

My = MQy := iny[n] (y ∈ Vn). (6)

The expression M = MQ is called the quasi-differential expression associated with Q. For
Vn we also use the notations V (M) and D(Q). The function y[r](0 ≤ r ≤ n) is called the
rth quasi-derivative of y. Since the quasi-derivative depends on Q, we sometimes write y

[r]
Q

instead of y[r].

Remark 2.1. The operator M : D(Q) → Lloc(I) is linear.
Let Zn(I, R) denote the matrices Q ∈ Zn(I) which have real valued components.



118 Q. Yang, W. Wang

Definition 2.2. Let Q ∈ Zn(I, R) and let M = MQ be defined as above. Assume that

Q = −E−1Q∗E, where E = ((−1)rδr,n+1−s)n
r,s=1. (7)

Then M = MQ is called a symmetric differential expression.

Definition 2.3. Assume Q ∈ Zn(I, R) satisfies (7) and let M = MQ be the associated
symmetric expression. Let w ∈ Lloc(I) be positive a.e. on I . Define

Dmax = {y ∈ L2(I, w) : y ∈ D(Q), w−1My ∈ L2(I, w)},

Smaxy = w−1My, y ∈ Dmax.

Smin = S∗
max, Dmin = D(Smin). (8)

Lemma 2.4 (Lagrange Identity). Assume Q ∈ Zn(I, R), n = 2k, satisfies (7) and let
M = MQ be the corresponding differential expression. Then for any y, z ∈ D(Q) we have

zMy − yMz = [y, z]′, (9)

where

[y, z] = (i)k
n−1
r=0

(−1)n+1−rz[n−r−1]y[r] = (i)k(Z∗EY ), (10)

Y =


y

y[1]

...
y[n−1]

 , Z =


z

z[1]

...
z[n−1]

 . (11)

Definition 2.5 (Regular Endpoints). Let Q ∈ Zn(I, R), I = (a, b). The expression M =
MQ is said to be regular at a if for some c, a < c < b, we have

q−1
r,r+1 ∈ L(a, c), r = 1, . . . , n − 1; qrs ∈ L(a, c), 1 ≤ r, s ≤ n, s ≠ r + 1.

Similarly the endpoint b is regular if for some c, a < c < b, we have

q−1
r,r+1 ∈ L(c, b), r = 1, . . . , n − 1; qrs ∈ L(c, b), 1 ≤ r, s ≤ n, s ≠ r + 1.

Note that, from (1) it follows that if the above hold for some c ∈ I then they hold for any
c ∈ I . We say M is regular on I , or just M is regular, if M is regular at both endpoints.

Theorem 2.6 (GKN Theorem). Let Smin be the minimal operator in H and let d be the
deficiency index of Smin. A linear submanifold D(S) of Dmax is the domain of a self-adjoint
extension S of Smin if and only if there exist vectors w1, w2, . . . , wd in Dmax satisfying the
following conditions:

(i) w1, w2, . . . , wd are linearly independent modulo Dmin;
(ii) [wi, wj ](b) − [wi, wj ](a) = 0, i, j = 1, . . . , d;
(iii) D(S) = {y ∈ Dmax : [y, wi](b) − [y, wi](a) = 0, i = 1, . . . , d}.
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Now we revert to the our case. Let wr ∈ Lloc(Ir), r = 1, . . . , q, the basic space we
considered is

H =
q

r=1

⊕L2(Ir, wr), wr > 0.

We define the inner product in H as

⟨y, z⟩ =
q

r=1

⟨yr, zr ⟩r =
q

r=1

 br

ar

yrzrwrdx,

where y = (y1, . . . , yq), z = (z1, . . . , zq) ∈ H . Then H is a weighted Hilbert space with this
inner product.

Define the maximal operator Smax generated by M in H as follows:

Dmax = D(Smax) =
q

r=1

⊕D(Sr max),

Smaxy = (w−1
1 M1y1, . . . , w

−1
q Mqyq), y = (y1, . . . , yq) ∈ Dmax.

Define the minimal operator Smin generated by M in H as follows:

Dmin = D(Smin) =
q

r=1

⊕D(Sr min),

Sminy = (w−1
1 M1y1, . . . , w

−1
q Mqyq), y = (y1, . . . , yq) ∈ Dmin.

For any y = (y1, . . . , yq) and z = (z1, . . . , zq) ∈ Dmax, all of the limits [yr, zr]r(ar) =
limx→ar

[yr, zr]r(x) and [yr, zr]r(br) = limx→br
[yr, zr]r(x) exist and

[y, z] =
q

r=1

[yr, zr]r
br

ar

, (12)

where

[yr, zr]r = (−1)k(Z∗
r EYr), Yr =


yr

y[1]
r
...

y[n−1]
r

 , Zr =


zr

z[1]
r
...

z[n−1]
r

 . (13)

Lemma 2.7. The minimal operator Smin is a closed, symmetric, densely defined operator in
the Hilbert space H with deficiency index d =

q
r=1 dr. Here dr is the deficiency indices of

Sr min (r = 1, . . . , q).

Proof. See [3]. �

Definition 2.8. Assume that ar ≤ αr < βr ≤ br and Sr min are defined on (αr, βr) as above.
Then the deficiency indexes dr of Sr min are the number of linearly independent solutions of

Mry = iwry on (αr, βr), i =
√

−1, r = 1, . . . , q,

which lie in L2((αr, βr), wr).
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Lemma 2.9. Let ar ≤ αr < βr ≤ br. The number dr of linearly independent solutions of

Mry = λrwry on (αr, βr) (14)

lying in L2((αr, βr), wr) is independent of λr ∈ C, provided Imλr ≠ 0. If one endpoint of
(αr, βr) is regular and the other is singular, then the inequalities

k ≤ dr ≤ 2k = n (15)

hold. For λ = λr ∈ R, the number of linearly independent solutions of (14) lying in
L2((αr, βr), wr) is less than or equal to dr.

Let cr ∈ (ar, br) = Ir, r = 1, . . . , q. If dr1 is the deficiency index on (ar, cr), dr2 is the
deficiency index on (cr, br) and dr is the deficiency index on (ar, br), then

dr = dr1 + dr2 − n, r = 1, . . . , q. (16)

Proof. Cf. Lemma 4.3 in [9]. �

Lemma 2.10. Suppose Mr are regular at cr. Then for any y = (y1, . . . , yq) ∈ Dmax the
limits

y[j]
r (cr) = lim

t→cr

y[j](t), r = 1, . . . , q

exist and are finite, j = 0, 1, . . . , n − 1. In particular this holds at any regular endpoint and
at each interior point of Ir. At an endpoint the limit is the appropriate one sided limit.

Proof. This follows from Lemma 3 in [10]. �

Lemma 2.11 (Naimark Patching Lemma). Let Qr ∈ Zn(r)(Ir, R) and assume that Mr are
regular on Ir. Let αrs, βrs ∈ C, s = 0, . . . , n − 1, r = 1, . . . , q. Then there is a function
y = (y1, . . . , yq) ∈ Dmax such that

y[s](ar) = αrs, y[s](br) = βrs (s = 0, . . . , n − 1, r = 1, . . . , q)

and

αr+1,s = βrs (s = 0, . . . , n − 1, r = 1, . . . , q − 1).

Proof. This follows from Lemma 4 in [10]. �

Corollary 2.12. Let αr < βr ∈ Ir, αrs, βrs ∈ C, s = 0, 1, . . . , n − 1, r = 1, . . . , q. Then
there is a function y = (y1, . . . , yq) ∈ Dmax such that yr has compact support in Ir and
satisfies:

y[s](αr) = αrs, y[s](βr) = βrs (s = 0, . . . , n − 1, r = 1, . . . , q).

Proof. This follows from Corollary 4 in [10]. �



Characterization of self-adjoint domains for differential operators with interior singular points 121

Lemma 2.13. The minimal domain Dmin consists of all functions y = (y1, . . . , yq) ∈ Dmax

which satisfy the following conditions:

[yr, zr]r(ar) = [yr, zr]r(br) = 0, r = 1, . . . , q

for all y = (y1, . . . , yq) ∈ Dmax.

Proof. It can be obtained directly by the closedness of Dmin, Lemma 2.9, and the Calkin
theory of extensions of symmetric operators in Hilbert spaces. �

3. CHARACTERIZATION OF ALL SELF-ADJOINT DOMAINS FOR PROBLEMS

In this section we still assume that MQr are generated by Qr ∈ Zn(r)(I, R) satisfying (7),
n = 2k, k > 1. We give the decomposition of the maximal domain and the characterization
of all selfadjoint extensions of the minimal operator with q − 1(1 ≤ q < +∞) interior
singular points.

Theorem 3.1. Let Mr be a symmetric differential expression on (ar, br) and let cr ∈
(ar, br). Consider the equations

Mry = λrwry, r = 1, . . . , q. (17)

Let dr1 denote the deficiency index of (17) on (ar, cr) and dr2 the deficiency index
of (17) on (cr, br). Assume that for some λ = λr1 ∈ R, Eq. (17) has dr1 linearly independent
solutions on (ar, cr) which lie in L2((ar, cr), wr) and that for some λ = λr2 ∈ R,
Eq. (17) has dr2 linearly independent solutions on (cr, br) which lie in L2((cr, br), wr),
r = 1, . . . , q. Then

1. There exist dr1 linearly independent real-valued solutions ur1, . . . , urdr1 on (ar, cr)
which lie in L2((ar, cr), wr).

2. There exist dr2 linearly independent real-valued solutions vr1, . . . , vrdr2 on (cr, br)
which lie in L2((cr, br), wr).

3. For mr = 2dr1 − 2k, the solutions ur1, . . . , urdr1 on (ar, cr) can be ordered such that
the mr × mr matrix Ur = ([uri, urj ]r(cr)), 1 ≤ i, j ≤ mr is given by

Ur = (−1)k+1Emr .

4. For nr = 2dr2 − 2k, the solutions vr1, . . . , vrdr2 on (cr, br) can be ordered such that
the nr × nr matrix Vr = ([vri, vrj ]r(cr)), 1 ≤ i, j ≤ nr is given by

Vr = (−1)k+1Enr .

5. For every y = (y1, . . . , yq) ∈ Dmax we have

[yr, urj ]r(ar) = 0, for j = mr + 1, . . . , dr1.

6. For every y = (y1, . . . , yq) ∈ Dmax we have

[yr, vrj ]r(br) = 0, for j = nr + 1, . . . , dr2.

7. For 1 ≤ i ≤ j ≤ dr1, we have

[uri, urj ]r(ar) = [uri, urj ]r(cr).
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8. For 1 ≤ i ≤ j ≤ dr2, we have

[vri, vrj ]r(br) = [vri, vrj ]r(cr).

9. The solutions ur1, . . . , urdr1 can be extended to (ar, br) such that the extended
functions, also denoted by ur1, . . . , urdr1 , satisfy urj ∈ Drmax(ar, br) and urj is identically
zero in a left neighborhood of br, j = 1, . . . , dr1.

10. The solutions vr1, . . . , vrdr2 can be extended to (ar, br) such that the extended
functions, also denoted by vr1, . . . , vrdr2 , satisfy vrj ∈ Drmax(ar, br) and vrj is identically
zero in a left neighborhood of ar, j = 1, . . . , dr2.

Proof. Parts 1 and 2 follow from the fact that the real and imaginary parts of a complex
solution are real solutions. Parts 3–6 follow from Corollary 6 in [10]. Parts 7 and 8 follow
from Corollary 2 in [6]. By Lemma 2.11 the solutions ur1, . . . , urdr1 can be patched at cr

to obtain maximal domain functions in Dr max(ar, br). By another application of Lemma 4
in [6] these extended functions can be modified to be identically zero in a left neighborhood
of br. This establishes 9 and 10 follows similar. �

Remark 3.2. We say that the solutions ur,mr+1, . . . , urdr1 , vr,nr+1, . . . , vrdr2 are of LP
type at ar and br, respectively. Since the Lagrange brackets in the conditions 5 and 6 of
Theorem 3.1 are zero for all maximal domain functions y the LP solutions play no role in the
determination of the self-adjoint boundary conditions. Nevertheless, the LP solutions play an
important role in the study of the continuous spectrum (see [8]) and in the approximation of
singular problems with regular ones.

Next we give the decomposition of the maximal domain and the characterization of all
self-adjoint domains.

Theorem 3.3. Let the hypotheses and notation of Theorem 3.1 hold. Then we have

Dr max(ar, br) = Dr min(ar, br)+̇span{ur1, . . . , urmr
}+̇span{vr1, . . . , vrnr

},

r = 1, . . . , q.

Proof. By Von Neumann’s formula, Dr max(ar, br)/Dr min(ar, br) ≤ 2dr since 2dr =
2(dr1 + dr2 − n) = mr + nr. From Theorem 3.1 parts 7, 10 and the observation that the
matrices Ur and Vr are nonsingular it follows that ur1, . . . , urmr

, vr1, . . . , vrnr
are linearly

independent mod(Dr min(ar, br)) and therefore dim(Dr max(ar, br))/Dr min(ar, br) ≥ 2dr,
r = 1, . . . , q. Thus the proof is completed. �

Corollary 3.4. If y ∈ Dmax, then y has a unique representation

y = y + (y1, . . . , yq),

where y ∈ Dmin, and

yr =
mr
j=1

arjurj +
nr

j=1

brjvrj , r = 1, . . . , q.

Based on Theorems 3.1 and 3.3 we characterize all self-adjoint extensions of the minimal
operator with interior singular points or, equivalently, all self-adjoint restrictions of the
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maximal operator with interior singular points in terms of real-valued solutions of Eq. (17)
for real λr. The next theorem is our main result.

Theorem 3.5 (Main Theorem). Let the hypotheses and notation of Theorem 3.1 hold. Let
dr = dr1 + dr2 − n, r = 1, . . . , q. Then dr is the deficiency index of Eq. (17) on (ar, br) and
d =

q
r=1 dr. A linear submanifold D(S) of Dmax is the domain of a self-adjoint extension

S of Smin if and only if there exist complex d × mr matrix Ar (r = 1, . . . , q) and complex
d × nr matrix Br (r = 1, . . . , q) such that the following three conditions hold:

1. The rank(A1, . . . , Aq, B1, . . . , Bq) = d;
2.
q

r=1(ArEmr
A∗

r − BrEnr
B∗

r ) = 0;
3.

D(S) =

y = (y1, . . . , yq) ∈ Dmax :

q
r=1

Ar

 [yr, ur1]r(ar)
...

[yr, urmr
]r(ar)

+
q

r=1

Br

 [yr, vr1]r(br)
...

[yr, vrnr
]r(br)

 =

0
...
0


 . (18)

In condition 2, Ej is the symmetric matrix (7) of order j.

Proof. Sufficiency. Let the matrices Ar, Br (r = 1, . . . , q) satisfy the conditions 1 and 2
of Theorem 3.5. We show that D(S) defined by condition 3 is the domain of a self-adjoint
extension S of Smin.

Let

Ar = −(ar
ij)d×mr, Br = −(b

r

ij)d×nr,

wri =
mr
j=1

ar
ijurj +

nr
j=1

br
ijvrj , r = 1, . . . , q, i = 1, . . . , d.

Then for y = (y1, . . . , yq) ∈ Dmax we have

−Ar

 [yr, ur1]r(ar)
...

[yr, urmr ]r(ar)

 =




yr,

mr
j=1

ar
1jurj


r

(ar)

...
yr,

mr
j=1

ar
djurj


r

(ar)


=

[yr, wr1]r(ar)
...

[yr, wrd]r(ar)

 ,

Br

 [yr, vr1]r(br)
...

[yr, vrnr ]r(br)

 =




yr,

nr
j=1

br
1jvrj


r

(br)

...
yr,

nr
j=1

br
djvrj


r

(br)


=

[yr, wr1]r(br)
...

[yr, wrd]r(br)

 .
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Therefore the boundary condition 3 of Theorem 3.5 becomes the boundary condition (iii) of
Theorem 2.6, i.e.,

q
r=1

([yr, wri]r(br) − [yr, wri]r(ar)) = 0, i = 1, . . . , d.

Next we prove that wi = (w1i, . . . , wqi), i = 1, . . . , d, satisfy the conditions (i) and (ii) of
Theorem 2.6.

If the condition (i) is not true, then there exist constants c1, . . . , cd, not all zero, such that

γ =
d

i=1

ciwi ∈ Dmin,

i.e.,

γr =
d

i=1

ciwri ∈ Dr min, r = 1, . . . , q.

By Lemma 2.11 we have [γr, yr]r(ar) = [γr, yr]r(br) = 0, r = 1, . . . , q, for any y ∈ Dmax.
Using the notation Ur from Theorem 3.1,

(0, . . . , 0) =

 d
j=1

cjwrj , ur1


r

(ar), . . . ,


d

j=1

cjwrj , urmr


r

(ar)


= (c1, . . . , cd)(ar

ij)d×mr
Ur.

Since Ur is nonsingular, we have (c1, . . . , cd)Ar = 0. Similarly, we have (c1, . . . , cd)Br = 0.
Hence

(c1, . . . , cd)(A1, . . . , Aq, B1, . . . , Bq) = 0.

This contradicts the fact that rank(A1, . . . , Aq, B1, . . . , Bq) = d.
Next we show that (ii) holds. We have

[wri, wrj ]r(ar) =


mr
l=1

ar
ilurl,

mr
s=1

ar
jsurs


r

(ar) =
mr
l=1

mr
s=1

ar
ila

r
js[url, urs]r(ar).

From Theorem 3.1 we obtain

([wri, wrj ]r(ar))T
d×d = ArU

T
r A∗

r = (−1)kArEmr
A∗

r , r = 1, . . . , q.

Similarly,

([wri, wrj ]r(br))T
d×d = (−1)kBrEnrB

∗
r , r = 1, . . . , q.

q
r=1

[wri, wrj ]r(br) −
q

r=1

[wri, wrj ]r(ar)

T

= (−1)k

q
r=1

(BrEnr
B∗

r − ArEmr
A∗

r) = 0.
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From above, by Theorem 2.6, we can get the conclusion that D(S) is a self-adjoint domain.
Necessity. Let D(S) be the domain of a self-adjoint extension S of Smin. Then there exist

w1 = (w11, . . . , w1q), . . . , wd = (wd1, . . . , wdq) ∈ Dmax satisfying the conditions (i), (ii),
(iii) of Theorem 2.6. By Corollary 3.4, each wri can be uniquely written as:

wri = yri +
mr
j=1

ar
ijurj +

nr
j=1

br
ijvrj , (19)

where yri ∈ Dr min, ar
ij , b

r
ij ∈ C, r = 1, . . . , q.

Let

Ar = −(ar
ij)d×mr

, Br = (b
r

ij)d×nr
, r = 1, . . . , q.

Then

[yr, wr1]r(ar)
...

[yr, wrd]r(ar)

 =




yr,

mr
j=1

ar
1jurj


r

(ar)

...
yr,

mr
j=1

ar
djurj


r

(ar)


= −Ar

 [yr, ur1]r(ar)
...

[yr, urmr ]r(ar)

 ,

[yr, wr1]r(br)
...

[yr, wrd]r(br)

 =




yr,

nr
j=1

br
1jvrj


r

(br)

...
yr,

nr
j=1

br
djvrj


r

(br)


= Br

 [yr, vr1]r(br)
...

[yr, vrnr ]r(br)

 .

Hence the boundary condition (iii) of Theorem 2.6 is equivalent to part 3 of Theorem 3.5.
Next we show that Ar, Br (r = 1, . . . , q) satisfy the condition 1 of Theorem 3.5.
Clearly rank(A1, . . . , Ar, B1, . . . , Br) ≤ d. If rank(A1, . . . , Ar, B1, . . . , Br) < d, then

there exist constants h1, . . . , hd, not all zero, such that

(h1, . . . , hd)(A1, . . . , Ar, B1, . . . , Br) = 0. (20)

Let g =
d

i=1 hiwi, then from (19), we get

gr =
d

i=1

hiyri +
d

i=1

mr
j=1

hia
r
ijurj +

d
i=1

nr
j=1

hib
r
ijvrj . (21)

By (20), we know (h1, . . . , hd)Ar = (h1, . . . , hd)Br = 0. Thus let g =
d

i=1 hiwi, then
from (21), we get

gr =
d

i=1

hiyri.
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So we have gr ∈ Dr min, = 1, . . . , q, i.e., g ∈ Dmin. This contradicts the fact that
the functions w1, . . . , wd are linearly independent modulo Dmin. Therefore rank(A1, . . . , Ar,
B1, . . . , Br) = d.

It remains to prove that Ar, Br (r = 1, . . . , q) satisfy the condition 2 of Theorem 3.5.
From (19), we can have

[wri, wrj ]r(ar) =


mr
k=1

ar
ikurk,

mr
s=1

ar
jsurs


r

(ar) =
mr
k=1

mr
s=1

ar
ikar

js[urk, urs]r(ar),

i, j = 1, . . . , d.

So it follows from Theorem 3.1, we can obtain

([wri, wrj ]r(ar))T
d×d = ArU

T
r A∗

r = (−1)kArEmr
A∗

r .

Similarly, we have

([wri, wrj ]r(br))T
d×d = BrU

T
r B∗

r = (−1)kBrEnr
B∗

r .

Thus condition (ii) of Theorem 2.6 is transform into

ArEmr
A∗

r = BrEnr
B∗

r , r = 1, . . . , q,

i.e.,

q
r=1

ArEmr
A∗

r =
q

r=1

BrEnr
B∗

r . �

Remark 3.6 (LC and LP Solutions). Note that for λ = λr1 there are dr1 linearly independent
real solutions on (ar, cr) which can be ordered such that the first ur1, . . . , urmr

with mr =
2dr1 − 2k contribute to the self-adjoint boundary conditions (18) and ur,mr+1, . . . , urdr1

make no contribute to the boundary conditions (18). By conclusion 5 of Theorem 3.1,
[yr, urj ]r(ar) = 0 for every yr ∈ Dr max, j = mr + 1, . . . , dr1. If ur1, . . . , urdr1 is
completed to a full basis ur1, . . . , urdr1 , . . . , urn of solutions of Eq. (17) on (ar, cr), then no
nontrivial linear combination of ur,dr1+1, . . . , urn is in the Hilbert space L2((ar, cr), wr) and
thus these solutions play no role in the formulation of the self-adjoint boundary conditions.
For this reason we call ur1, . . . , urmr

LC solutions at ar and ur,mr+1, . . . , urdr1 LP solutions
at ar. Similarly, we call vr1, . . . , vrnr LC solutions at br and vr,nr+1, . . . , vrdr2 LP solutions
at br, r = 1, . . . , q.

In Theorem 3.5 it is assumed that endpoints a = a1 and b = bq are singular. It can be
specialized to known results when one or two endpoints are regular. Here we state several
cases for the convenience of the reader.

Theorem 3.7. Let the hypotheses and notation of Theorem 3.1 hold and assume that a and
b are regular. Then d = d12 +

q−1
r=2(dr1 + dr2 − n) + dq1. The solutions v12, . . . , v1d12 and

uq1, . . . , uqdq1 can be extended to solutions on (a, b1) and (aq, b) such that v12, . . . , v1d12 ∈
L2((a, b1), w1) and uq1, . . . , uqdq1 ∈ L2((aq, b), wq), respectively. Let mr = 2dr1 − n
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(r = 2, . . . , q) and nr = 2dr2 − n (r = 1, . . . , q − 1). A linear submanifold D(S) of Dmax

is the domain of a self-adjoint extension S of Smin if and only if there exist two complex d × n
matrices A1 and Bq , complex d × mr matrix Ar (r = 1, . . . , q − 1) and complex d × nr

matrix Br (r = 2, . . . , q) such that the following three conditions hold:
1. The rank(A1, . . . , Aq, B1, . . . , Bq) = d;
2. A1EnA∗

1 +
q

r=2 ArEmr
A∗

r −
q−1

r=1 BrEnr
B∗

r − BqEnB∗
q = 0;

3.

D(S) =

y = (y1, . . . , yq) ∈ Dmax :

A1

 y1(a)
...

y
[n−1]
1 (a)

+
q

r=2

Ar

 [yr, ur1]r(ar)
...

[yr, urmr
]r(ar)

+
q−1
r=1

Br

 [yr, vr1]r(br)
...

[yr, vrnr
]r(br)



+ Bq

 yq(b)
...

y[n−1]
q (b)

 =

0
...
0


 .

Proof. We show that the solutions v12, . . . , v1d12 lying in L2((c1, b1), w1) for some c1 ∈
(a, b1) can be extended to real-valued solutions on (a, b1) which lie in L2((a, b1), w1).
Determine solutions zj on (a, c1) with the initial conditions: z

[s]
j (c1) = v

[s]
1j (c1), s =

0, . . . , n − 1 and rename these zj = v1j to obtain solutions v1j on (a, b1) for j = 1, . . . , d12.
Since a is a regular endpoint, these extended v1j are bounded on (a, c1) and therefore
the extended v1j are in L2((a, b1), w1). Similarly, the solutions uq1, . . . , uqdq1 lying in
L2((aq, cq), wq) for some cq ∈ (aq, b) can be extended to real-valued solutions on (aq, b)
which lie in L2((aq, b), wq). Now this theorem can follow from Theorem 4.14 in [9]. �

Remark 3.8. Obviously, in Theorem 3.7, the condition q ≥ 2 is necessary.

Remark 3.9. In the minimal deficiency case d12 = n
2 , m2 = m3 = · · · = mq = 0,

n1 = n2 = · · · = nq−1 = 0, dq1 = n
2 , the terms involving A2, . . . , Aq and B1, . . . , Bq−1

disappear and Theorem 3.5 reduces to the self-adjoint boundary conditions at the regular
endpoints a and b:

A1

 y1(a)
...

y
[n−1]
1 (a)

+ Bq

 yq(b)
...

y[n−1]
q (b)

 =

0
...
0

 .

where the n × n complex matrices A1 and Bq satisfy rank(A1, Bq) = n and A1EnA∗
1 =

BqEnB∗
q . In this case there are no conditions required or allowed at the singular interior

points.

Theorem 3.10. Let the hypotheses and notation of Theorem 3.1 hold and assume that a and
b are regular and there is not any singular point in (a, b), i.e., q = 1. Then d = n and a
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linear submanifold D(S) of Dmax is the domain of a self-adjoint extension S of Smin if and
only if there exists a complex n × n matrix A and a complex n × n matrix B such that the
following three conditions hold:

1. The rank(A, B) = n;
2. AEnA∗ = BEnB∗;
3.

D(S) =

y ∈ Dmax :

A

 y(a)
...

y[n−1](a)

+ B

 y(b)
...

y[n−1](b)

 =

0
...
0


 .

Proof. Cf. the proof of Theorem 4.3.2 in [5]. �

Theorem 3.11. Let the hypotheses and notation of Theorem 3.1 hold and assume that a is
regular. Then d = d12 +

q
r=2(dr1 + dr2 − n). The solutions v12, . . . , v1d12 can be extended

to solutions on (a, b1) such that v12, . . . , v1d12 ∈ L2((a, b1), w1). Let mr = 2dr1 − n
(r = 2, . . . , q) and nr = 2dr2 − n (r = 1, . . . , q). A linear submanifold D(S) of Dmax

is the domain of a self-adjoint extension S of Smin if and only if there exists a complex d × n
matrices A1, complex d × mr matrix Ar (r = 1, . . . , q − 1) and complex d × nr matrix Br

(r = 1, . . . , q) such that the following three conditions hold:
1. The rank(A1, . . . , Aq, B1, . . . , Bq) = d;
2. A1EnA∗

1 +
q

r=2 ArEmrA
∗
r −

q
r=1 BrEnrB

∗
r = 0;

3.

D(S) =

y = (y1, . . . , yq) ∈ Dmax :

A1

 y1(a)
...

y
[n−1]
1 (a)

+
q

r=2

Ar

 [yr, ur1]r(ar)
...

[yr, urmr ]r(ar)



+
q

r=1

Br

 [yr, vr1]r(br)
...

[yr, vrnr
]r(br)

 =

0
...
0


 .

Proof. It is similar to the proof of Theorem 3.5. �

Remark 3.12. Similarity to Remark 3.9, in the minimal deficiency case d12 = n
2 , m2 =

m3 = · · · = mq = 0, n1 = n2 = · · · = nq = 0, the terms involving A2, . . . , Aq and
B1, . . . , Bq disappear and Theorem 3.5 reduces to the self-adjoint boundary conditions at the
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regular endpoint a:

A1

 y1(a)
...

y
[n−1]
1 (a)

 =

0
...
0

 .

4. EXAMPLES

In this section, we will give a number of examples to illustrate the self-adjoint boundary
conditions given by Theorem 3.5. These examples include interactions between the singular
endpoints and interior singular points. Here we give some examples for

n = 4, q = 2, 3 ≤ d ≤ 8.

Similar examples can easily be constructed for all higher order cases n = 2k, k > 2 and
more singular interior points cases q ≥ 3.

Example 1. If d11 = 3, d12 = 3, d21 = 3, d22 = 2, then d1 = d11 + d12 − 4 = 2,
d2 = d21 + d22 − 4 = 1, d = d1 + d2 = 3 and m1 = 2d11 − 4 = 2, m2 = 2d12 − 4 = 2,
n1 = 2d21 − 4 = 2, n2 = 2d22 − 4 = 0.

Let

A1 =

 0 0
0 0
C1 C2

 , B1 =

 1 0
h2 1
0 0

 , A2 =

−1 h1

0 −1
0 0

 ,

where C1, C2, h1, h2 ∈ R and C2
1 + C2

2 ≠ 0. Then Rank(A1, A2, B1) = 3 and from a
straightforward computation, it follows that

A1E2A
∗
1 + A2E2A

∗
2 − B1E2B

∗
1 = 0, E2 =


0 −1
1 0


.

Therefore, we obtain the following self-adjoint boundary conditions:

C1[y1, u11]1(a1) + C2[y1, u12]1(a1) = 0,

[y1, v11]1(b1) = [y2, u21]2(a2) − h1[y2, u22]2(a2),
[y1, v12]1(b1) = [y2, u22]2(a2) − h2[y1, v11]1(b1).

Here we have one general separated singular condition at a1 and two singular jump
conditions, these singular conditions involving the Lagrange bracket.

Similarity to the method of Example 1, we can get self-adjoint boundary conditions of the
other cases for d ≥ 4. So we only list out some conclusions. The concrete processes would
be omitted.

Example 2. In this example we have 4 conditions, all of them involving interactions between
singular endpoints i.e. interactions between Lagrange brackets. Let d11 = 3, d12 = 3,
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d21 = 3, d22 = 3. Then d = d1 + d2 = 4 and m1 = 2d11 − 4 = 2, m2 = 2d12 − 4 = 2,
n1 = 2d21 − 4 = 2, n2 = 2d22 − 4 = 2.

[y1, u11]1(a1) = [y2, v21]2(b2) − h1[y2, v22]2(b2),
[y1, u12]1(a1) = [y2, v22]2(b2) − h2[y1, u11]1(a1),
[y1, v11]1(b1) = −[y1, u14]1(a1) − h3[y1, v12]1(b1),
[y1, v12]1(b1) = [y2, u22]2(a2) − h4[y1, v11]1(b1),

where hi ∈ R, i = 1, 2, 3, 4.

Example 3. Assume d11 = 4, d12 = 3, d21 = 3, d22 = 3. Then d = d1 + d2 = 5 and
m1 = 2d11 − 4 = 4, m2 = 2d12 − 4 = 2, n1 = 2d21 − 4 = 2, n2 = 2d22 − 4 = 2. Note
that here we have one general separated singular boundary condition at b2 and four singular
coupled singular jump conditions.

[y1, u12]1(a1) = −[y2, u22]2(a2) − h1[y1, u13]1(a1),
[y1, u13]1(a1) = [y2, u21]2(a2) − h2[y2, u22]2(a2),
[y1, v11]1(b1) = [y2, u21]2(a2) − h3[y2, u22]2(a2),
[y1, v12]1(b1) = [y1, u11]1(a1) − h4[y1, u14]1(a1),
C1[y2, v21]2(b2) + C2[y2, v22]2(b2) = 0,

where Ci, hj ∈ R, i = 1, 2, j = 1, 2, 3, 4 and C2
1 + C2

2 ≠ 0.

Example 4. In this example we have 6 conditions: d = 6. There are four nonreal singular
boundary conditions and two singular coupled jump conditions. Assume d11 = 4, d12 = 3,
d21 = 3, d22 = 4. Then m1 = 2d11 − 4 = 4, m2 = 2d12 − 4 = 2, n1 = 2d21 − 4 = 2,
n2 = 2d22 − 4 = 4.

[y1, u11]1(a1) + i[y1, u12]1(a1) = 0, [y1, u13]1(a1) − i[y1, u14]1(a1) = 0,

[y2, v21]2(b2) + i[y2, v22]2(b2) = 0, [y2, v23]2(b2) − i[y2, v24]2(b2) = 0,

[y1, v11]1(b1) = [y2, u21]2(a2) − h1[y1, v12]1(b1), h1 ∈ R,

[y1, v12]1(b1) = [y2, u22]2(a2) − h2[y2, u21]2(a2), h2 ∈ R.

Example 5. This example features six nonreal singular boundary conditions and one general
separated singular boundary condition at b2. Let d11 = 4, d12 = 4, d21 = 4, d22 = 3. Then
d = d1 + d2 = 7 and m1 = 2d11 − 4 = 4, m2 = 2d12 − 4 = 4, n1 = 2d21 − 4 = 4,
n2 = 2d22 − 4 = 2.

[y1, u11]1(a1) + i[y1, u12]1(a1) = 0, [y1, u13]1(a1) − i[y1, u14]1(a1) = 0,

[y1, v11]1(b1) + i[y1, v12]1(b1) = 0, [y1, v13]1(b1) − i[y1, v14]1(b1) = 0,

[y2, u21]2(a2) + i[y2, u22]2(a2) = 0, [y2, u23]2(a2) − i[y2, u24]2(a2) = 0,

C1[y2, v21]2(b2) + C2[y2, v22]2(b2) = 0, C1, C2 ∈ R, C2
1 + C2

2 ≠ 0.

Example 6. This example features nonreal singular boundary condition at all four endpoints.
Assume d11 = 4, d12 = 4, d21 = 4, d22 = 4. Then d = d1 +d2 = 8 and m1 = 2d11 − 4 = 4,
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m2 = 2d12 − 4 = 4, n1 = 2d21 − 4 = 4, n2 = 2d22 − 4 = 4.

[y1, u11]1(a1) + i[y1, u12]1(a1) = 0, [y1, u13]1(a1) − i[y1, u14]1(a1) = 0,

[y1, v11]1(b1) + i[y1, v12]1(b1) = 0, [y1, v13]1(b1) − i[y1, v14]1(b1) = 0,

[y2, u21]2(a2) + i[y2, u22]2(a2) = 0, [y2, u23]2(a2) − i[y2, u24]2(a2) = 0,

[y2, v21]2(b2) + i[y2, v22]2(b2) = 0, [y2, v23]2(b2) − i[y2, v24]2(b2) = 0.

ACKNOWLEDGMENTS

The authors thank the referee for his/her careful reading of the paper and for making
suggestions which have improved the presentation of the paper. The work of the first author
is supported by the Talent Introduction Project of Dezhou University (Grant no. 311694) and
the work of the second author is supported by the National Nature Science Foundation of
China (Grant no. 11361039).

REFERENCES

[1] E.A. Coddington, N. Levinson, Theory of Ordinary Differential Equations, McGraw-Hill, New York, 1955.
[2] W.N. Everitt, L. Markus, Boundary value problems and symplectic algebra for ordinary differential and quasi-

differential operators, in: Mathematical Surveys and Monographs, vol. 61, American Mathematics Society,
1999.

[3] W.N. Everitt, A. Zettl, Sturm–Liouville differential operators in direct sum spaces, Rocky Mountain J. Math.
16 (1986) 497–516.

[4] W.N. Everitt, A. Zettl, Differential operators generated by a countable number of quasi-differential expressions
on the line, Proc. Lond. Math. Soc. 3 (64) (1992) 524–544.

[5] X.L. Hao, The number of real-parameter square-integrable solutions and qualitative analysis of the spectrum
(Ph.D. Thesis), Inner Mongolia University, Huhhot, 2010, (in Chinese).

[6] X.L. Hao, J. Sun, A.P. Wang, A. Zettl, Characterization of domains of self-adjoint ordinary differential
operators II, Results in Mathematics 61 (2012) 255–281.

[7] A.M. Krall, A. Zettl, Singular self-adjoint Sturm–Liouville problems, Differential Integral Equations 1 (1988)
423–432.

[8] J. Sun, A.P. Wang, A. Zettl, Continuous spectrum and square-integrable solutions of differential operators with
intermediate deficiency index, J. Funct. Anal. 255 (2008) 3229–3248.

[9] J.Q. Suo, W.Y. Wang, Two-Interval even order differential operators in direct sum spaces, Results Math. 62
(2012) 13–32.

[10] A.P. Wang, J. Sun, A. Zettl, Characterization of domains of self-adjoint ordinary differential operators, J.
Differential Equations 246 (2009) 1600–1622.

http://refhub.elsevier.com/S1319-5166(14)00024-3/sbref1
http://refhub.elsevier.com/S1319-5166(14)00024-3/sbref2
http://refhub.elsevier.com/S1319-5166(14)00024-3/sbref3
http://refhub.elsevier.com/S1319-5166(14)00024-3/sbref4
http://refhub.elsevier.com/S1319-5166(14)00024-3/sbref5
http://refhub.elsevier.com/S1319-5166(14)00024-3/sbref6
http://refhub.elsevier.com/S1319-5166(14)00024-3/sbref7
http://refhub.elsevier.com/S1319-5166(14)00024-3/sbref8
http://refhub.elsevier.com/S1319-5166(14)00024-3/sbref9
http://refhub.elsevier.com/S1319-5166(14)00024-3/sbref10

	Characterization of self-adjoint domains for differential operators with interior singular points
	Introduction
	Notations and preliminaries
	Characterization of all Self-Adjoint Domains for Problems
	Examples
	Acknowledgments
	References


